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Abstract—State-of-the-art vehicular visible light
communication (V2LC) systems utilize either a pho-
todiode or a camera as the receiver, while both have
their drawbacks. A photodiode-based receiver lacks the
capability to separate signals from sources transmitting
at the same time and is more vulnerable to interference.
On the other hand, a camera-based receiver suffers
from low system throughput, resulting from the low
image frame rate of commodity cameras. In this paper,
we investigate a solution which attempts to combine the
best of both, and mitigate their drawbacks. We propose
to use a new type of CMOS vision sensor: a dynamic
vision sensor (DVS). Instead of recording still frames, a
DVS only generates outputs when it senses a significant
change of brightness in a pixel. The output of a DVS is a
stream of events on the pixel basis with 1 µs resolution,
which greatly increase the bandwidth. We investigate
the key requirements of the modulation wave form
when using a DVS camera-based receiver, and propose
a new pulse wave form that maintains the same average
luminance level while extending the operational range
of the system. Preliminary experimental results show
that the proposed wave form nearly triples the range
to 8 m, compared to the range of 3 m when using the
conventional inverse pulse position modulation wave
form.

I. Introduction
Vehicular visible light communication (V2LC) has

drawn more and more attention from both academia and
industries thanks to the unique advantages offered by
visible light communications (VLC). First, the ubiquity
of LED devices allows a simple and cost effective way to
enable communications on vehicles or in the infrastruc-
ture. Only a simple customized LED driver is needed to
transform existing lighting on vehicles into a dual func-
tionality (i.e., communication and illumination) device.
Second, VLC features highly directional and line-of-sight
optical propagation, leading to reduced interference from
neighboring vehicles even in dense traffic. However, current
state-of-the-arts face great challenges to provide robust
communications with a long operation range and with
simultaneous transmissions.

V2LC systems can be categorized by the receiver compo-
nent [1]: photodiode-based systems and camera-based sys-
tems. Recent works have demonstrated that photodiode-
based systems deliver a communication range of 40-50
m [2], [3]. However, a photodiode combines all incoming

Fig. 1. Illustration of the operation of DVS. Instead of reporting
pixel intensity regularly at a fixed sampling rate, each pixel only
reports an ON or an OFF event when a significant change of intensity
is detected. Those without significant change of intensity would
generate no output at all.

light within a wide field-of-view (FOV) angle into one
aggregated signal. This creates difficulty in separating
signals coming from multiple sources. Moreover, ambient
interference, such as sunlight or other luminaries in the
environment, would also be captured. These limits the
range of the photodiode-based systems. One way to deal
with this particular issue is to narrow the FOV of the
system, e.g., to ±10◦ [2], in order to reduce the captured
interference. However, this is not feasible for V2LC, as even
small amount of mobility would result in misalignment
between the transmitter and the receiver and, in turn, link
outage.

On the other hand, the high spatial resolution of
camera-based systems allows the receiver not only to
differentiate multiple transmitting sources, but also to
filter out unwanted light sources or interference at different
spatial locations. In addition, camera-based systems offer
a wide FOV, which can accommodate a good amount of
mobility. However, the greatest limitation of camera-based
systems is the low temporal resolution (typically 30-120
frame per second), resulting in low system throughput [4].
Past works making use of frame-based commodity cameras
have shown to deliver only short communication range and
a low data rate of a few Kbps [5], [6]. Furthermore, the high
computing requirements limit the communication perfor-
mance. There were also efforts making use of high-speed
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or special-purposed cameras, which provide improvement
in data rate and communication range [7]–[9] yet at higher
cost.

This paper presents an effort to strike a balance between
the capability to spatially filter out interference and high
system throughput. We propose to implement the receiver
with a special vision sensor called dynamic vision sensor
(DVS) [10]. As shown in Figure 1, unlike a conventional
frame-based camera, a DVS camera only reports change-
of-intensity events. The camera only generates output
when such events occur. No absolute pixel intensity is
reported. This allows the precious output bandwidth to be
reserved for information-carrying and thus time-varying
signal captured by the camera. Moreover, DVS features
a much larger dynamic range of 120 dB [11] compared
to conventional cameras1. This wide dynamic range al-
lows DVS to demonstrate great resilience to strong light
sources such as bright sunlight up to 100 klux [10], [12].
These unique characteristics reveal a great opportunity to
provide higher system throughput at longer range while
preserving the advantage of camera-based systems - their
spatial filtering capability. Finally, as DVS only reports
changes in intensity, fixed image background is naturally
filtered out and the amount of computation required to
process the camera output is greatly reduced.

In this paper, we present a preliminary study investi-
gating the potential of using DVS as the VLC receiver.
In section II, we first give a brief introduction of DVS
cameras, and highlight special properties which may have
impacts on the communication performance of a DVS-
based VLC system. Then, in section III, we outline two key
requirements as a guide to select proper modulation wave
forms used with a DVS. According to these requirements,
we further propose a new wave form which well suits the
characteristics of a DVS and extends the communication
range while maintaining a low average luminance level.
Finally, we present our implementation and some prelimi-
nary evaluation results in section IV and section V, before
concluding the paper and listing a few future directions in
section VI.

II. Background - Dynamic Vision Sensor

Nowadays, the concept of frame, i.e., reporting the
intensity value of every pixel at a constant rate, has been
taken for granted when considering a typical camera. Nev-
ertheless, the presence of “frame” becomes a bottleneck
of the communication throughput. A typical approach
to deliver high throughput is to make use of a camera
with high frame rate. This, however, results in higher
implementation cost and higher amount of computation.

The key reason for such bottleneck is that much of what
is reported in the frame is not relevant to the transmitted
information. Information is usually represented by the

1As a data point, Sony RX100 mark 6, an off-the-shelf premium
consumer pocket camera, has a dynamic range of 36 dB.
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(b) The actual events that are generated and observed in our
implementation, represented by the red circles.

Fig. 2. An example of events generated by DVS, triggered by a square
wave (93.6% duty cycle).

changes, not those which stay stationary. As a result, most
computations to process the frames are wasted.

In contrast to this, a DVS is an asynchronous vision sen-
sor which outputs a stream of events instead of still frames.
Another unique property of DVS is that it only responds to
the change in luminance rather than absolute illumination.
Pixels in a DVS work independently and asynchronously
from each other. Rather than continuously sampling and
processing unchanged values, the pixels within the image
sensor monitor the incoming photocurrent which is then
converted into a voltage. The latest incoming voltage is
compared to the last sampled voltage, and, if the differ-
ence between these two voltages is larger than a certain
threshold, an event is triggered by the observing pixel.
This triggered output is in the form of address-event
representation (AER) which encodes the address of the
pixel capturing the change and the polarity of the change
(ON or OFF). The address here is represented as the x,
y coordinates of the pixel array while the polarity means
the sign of the difference. An ON event implies that the
observed luminance is increasing, whereas an OFF event
implies a decreasing change of luminance.

Theoretically, a DVS generates one event when one of
its pixels senses a luminance change. Take a blinking LED
for example, the DVS would output one ON event as the
LED switched on, and one OFF event as the LED switched
off. Therefore, as shown in Figure 2(a), if an LED emits
a square wave, there should be two events per cycle at
any given frequency. In reality, however, the events are
generated with a minimum latency of 12 µs [11], and for
more than once. This is shown in Figure 2(b). Both the
latency and the number of generated events depend on the
bias setting of the DVS, as well as the distortion of the
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transmitted wave form due to the parasitic capacitance of
the transmitting LED component.

One can observe that there are a number of ON and
OFF events after the rising and the falling edges of the
transmitted square wave, respectively. Furthermore, the
triggered events do not form an accurate square wave and
thus a post-processing algorithm is needed to reconstruct
the transmitted wave form (see section IV-C). In addition,
we also find an interesting phenomenon as follows. There
are a number of residual ON events which appear long
after the rising edges. On the other hand, OFF events
appear as expected, only right after the falling edges. This
phenomenon has constantly been observed throughout the
experiments, and thus, we take this into consideration
when designing the new wave form.

III. Modulation Wave Form

Our next objective is to investigate the key requirements
of the wave form design, based on the characteristics of
DVS. These would have great impact on the performance
of a DVS-based VLC system. Then, we analyze three
conventional VLC wave forms based on these requirements
as benchmarks. Finally, we propose and present a wave
form that is more well suited to DVS.

A. Key requirements of the wave form

Large time variation. DVS only generates events
when there is a significant change of received intensity
over a short period of time. Note that the transmitted
wave form needs to be reconstructed from the generated
ON and OFF events at the receiver. Therefore, to allow
reliable and correct detection, the transmitted wave form
needs to have a number of sharp transition(s), i.e., large
change of its intensity over a short period of time.

Small number of large variations. One key con-
straint of DVS is that it only allows a certain number
of events to be reported over a fixed period of time. This
is due to the output bandwidth limit of the sensor. For
example, the DVS used in our implementation allows a
maximum of one million events per second to be reported.
If the number of generated events is larger than this value,
some of the events will be dropped and not observed
at the output. To allow higher symbol rate, which in
turn resulting in higher system throughput, the wave
form should minimize the number of sharp transitions per
symbol.

Based on these two requirements, we first conclude that
the use of a square wave would be better than a sine
wave. First, the former has sharp transitions, which allows
robust detection at the receiver. Second, the former has
a much less number of changes in its intensity than the
latter. Based on this analysis, in the following we will
only consider square waves as the basis of the employed
modulation wave form.

(a) Different adjacent bits
(current bit = 0).

(b) Different adjacent bits
(current bit = 1).

(c) Same adjacent bits (cur-
rent bit = 0).

(d) Same adjacent bits (cur-
rent bit = 1).

Fig. 3. Four cases of bit permutation in OOK.

B. Analysis of conventional wave forms
We next examine the system performance when using

conventional modulation schemes that are often utilized
in VLC systems. The goal is to see whether they are also
suitable for DVS-based VLC systems.

We investigated three conventional modulation schemes:
on-off keying (OOK) with Manchester encoding, inverse
pulse position modulation (i-PPM), and frequency shift
keying (FSK) as representatives for amplitude shift keying
(ASK) and frequency shift keying (FSK). The reason of
using i-PPM instead of PPM is that we would like to
preserve the main functionality of the LED, illumination.
Using PPM with short (positive) pulse width would result
in a very low average luminance level, while i-PPM would
not.

For fair comparison, we assume that these three wave
forms would have the same average output intensity, and
the difference between the ON levels and the OFF levels
are also the same. Subsequently, there remains only one
requirement to fulfill: finding a wave form generating the
least number of events per symbol, which implies the
highest system throughput.

In this subsection, we start with the derivation of the
expected number of generated events per symbol for dif-
ferent modulation schemes. This avoids practical factors
such as the bias setting of DVS, the parasitic capacitance
of the LED, etc., to affect the results, and provides us
a basic understanding of the performance of conventional
modulation schemes. Based on the developed formulas, nu-
merical results are produced and presented in section V-A.

OOK with Manchester coding. The wave form can
be described in a general form, as a function of time and
given by

si(t) =


sgn(sin( t

T
)), for symbol 1 (i=1);

−sgn(sin( t
T

)), for symbol 0 (i=0),
(1)
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Fig. 4. The wave form of FSK.

Fig. 5. The wave form of i-PPM.

where T is the symbol duration. The wave form of each
symbol should have at least one event triggered due to the
intensity transition that occurs at half symbol duration. In
addition, if consecutive bits are identical, there would be
an extra ON or OFF event. This is illustrated in Figure 3.
If adjacent bits are the same (Figure 3(d) and Figure 3(c)),
there would be an extra event at the boundary between
two consecutive symbols. Assume that the occurrence of
these four cases are uniformly distrubited, the expected
value of the number of generated event in one symbol
duration is given by

1
4 × (1 + 1 + 2 + 2) = 1.5 (events/duration) (2)

Consequently, each symbol generates 1.5 events on aver-
age, which means there are

1.5× 1
T

(events/s). (3)

FSK. The wave form is given by

si(t) = sgn(cos2πfit), 0 ≤ t < T , (4)

where si is the signal of the i-th symbol with frequency
fi and the symbol duration is T . This is illustrated in
Figure 4. Each symbol has fi cycles. As two events are
generated in each cycle, a symbol of frequency fi Hz would
generate 2fi

T events per symbol. Therefore, if we choose K
different frequencies to represent K symbols (assume that
the probability of the occurrence of these K symbols are
uniformly distributed), the expected number of events per
second would be

T × 1
K

∑
i∈K

2fi

T
= 1
K

∑
i∈K

2fi (events/s) (5)

Fig. 6. The proposed new wave form.

Surprisingly, in this case, the value of symbol duration
does not influence the expected number of generated
events.

i-PPM. As illustrated in Figure 5, assume that the
symbol duration is T , there would be two events generated
per symbol. As a result, the expected number of generated
events per second would be

2× 1
T

(events/s). (6)

C. New wave form
In this paper, we propose a new wave form which

features a large time variation (i.e., a large pulse) to in-
crease the communication range while keeping the average
luminance at a relatively low level. Figure 6 illustrates the
proposed new wave form. It is similar to PPM, except that
the single pulse now turns into a combination of an up
pulse followed by a down pulse. This allows us to create
a large falling edge while keeping the base amplitude at a
desired luminance level. The large falling edge allows DVS
to observe a large change of intensity, resulting in more
reliable generation of events even at longer range. On the
other hand, similar to PPM and i-PPM, the pulse is not
perceivable by human eyes, as the duration of the pulse is
very short. The idea of design a falling edge instead of a
rising edge is mainly because of the finding that the OFF
events are generated in a more predictable manner than
the ON events (see section II).

IV. Implementation
Our system is composed of one DVS camera as the

receiver and an OEM LED taillight as the transmitter.
The output events from the DVS is collected along with
a timestamp and then processed offline. As a preliminary
study, all the experiments in this paper are in an indoor
and static scenario, as shown in Figure 7.

A. Transmitter
At the transmitting end, a laptop instructs the Universal

Software Radio Peripheral (USRP) Ettus N200 to generate
modulated signals. Then, the voltage-varying signal from
the USRP is converted to current-varying signals by a
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Fig. 7. A view of the experimental setup: an indoor corridor in our
department building.

VLC front-end board to drive the taillight, an OEM LED
taillight of 2015 Toyota Corolla Altis (Taiwan model).

B. Receiver
An Inivation DVS128 is utilized as the receiver with a

CS mount lens of focal length 4mm, creating an FOV of
approximately 65 degree. The DVS128 has a resolution of
128x128 pixels and uses a standard USB 2.0 interface to
transmit the triggered events. Each event comes with a
timestamp, consisting of the location (i.e. the pixel posi-
tion) of the luminance change and polarity of the intensity
change. In addition, the pixel behaviors, such as response
time, ON event threshold, OFF event threshold and pixel
refresh time, are all adjustable by using a set of bias
currents. For detailed introduction of bias settings, please
refer to the support documents released by Inivation [13].

We configure the parameters of DVS such that our
system can achieve longer detection (or communication)
range. The output power of the taillight is configured
to be the same as in usual driving scenarios. To extend
the communication range, we regulate the bias setting
to accommodate lower ON/OFF event threshold and to
produce short response time in order to gain better per-
formance in detecting the wave form with sharp intensity
transitions at long distance.

C. Reconstruction algorithm
In this subsection, we briefly describe an algorithm to

reconstruct the transmitted wave form from a series of
events that DVS generates. The DVS camera is set to
record the events for 100 ms. Figure 8 shows the histogram
of the number of recorded events as an example. One can
see that most of the events gather at certain pixels which
correspond to the position of the tailight in the observed
scene of the DVS128.
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Fig. 8. An example: the histogram of the number of events recorded
by DVS128.

Fig. 9. An example illustrating the reconstruction process in a
step-by-step manner; (a) binning to reduce the number of missed
events; (b) median filter to mitigate shot noise; (c) segmenting and
reconstruction.

A major question to be answered before designing the al-
gorithm is how to select the right events to rebuild the wave
form. Incorporating all recorded events for the wave form
reconstruction requires too much computation. Moreover,
this would include “false events” which result from internal
electrical noise, as the ON/OFF event thresholds are tuned
down to allow detection of small intensity changes, pro-
ducing less accurate reconstruction. As a result, we retain
only the events from the pixel with the largest number of
events, which would likely correspond to the pixel occupied
by the brightest part of the transmitting LED. On the
other hand, at long distance, some events corresponding
to a certain transition in the transmitted wave form would
be missed. This is because the received intensity, and
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therefore the difference of received intensity over time,
would decrease as the distance increases, resulting in less
reliable generation of events.

To address this problem, we make the following obser-
vation. Missed events in different pixels, though occupied
by the same transmitting LED, are often independent. In
other words, when an ON or OFF event is missed in a
certain pixel, if its neighboring pixel is also occupied by
the same LED, it is less likely the event is also missed
in that pixel. Based on this observation, we develop a
mechanism of selecting proper pixels called binning, as
shown in Figure 9(a). First, a threshold of the minimum
number of events is selected and all the events from pixels
with number of events larger than that threshold are
merged, and sorted according to the timestamps of the
events. Then, as shown in Figure 9(b), a median filter with
a window size of seven events is applied to further reduce
the influence of shot noise. Subsequently, we split the se-
quence of events into segments of consecutive ON or OFF
events, and retain only the first ON or OFF event in each
segment, as shown in Figure 9(c). The timestamp of each
retained event is used as the start time of the rising/falling
edge of the square wave. Finally, the transmitted wave is
reconstructed by filling the ON and OFF levels between
the rising and falling edges accordingly.

V. Evaluation Results

A. Benchmark - Data rate versus the number of generated
events

In this subsection, we evaluate how the number of
generated events increases as the data rate of the system
increases, both theoretically and experimentally.

Figure 10 illustrates the theoretical results making use
of the formulas derived in section III-B. OOK with Manch-
ester coding is the only scheme where the expected number
of generated events increases as the data rate increases.
Since OOK is a binary modulation scheme, its data rate
is given by 1

T . And based on Eq. 3, the expected number
of generated events is proportional to the data rate.

On the other hand, the expected number of generated
events of FSK, given in Eq. 5, is only proportional to the
mean of all the frequencies used by the set of symbols.
Our experiments reveal that square waves of frequency
ranging from 4 KHz to 40 KHz can be reliably detected
with an error margin of 100 Hz, if the symbol duration is
set to 500 µs. Given this frequency range and assume that
the frequencies used by the symbols uniformly distributed
within this range, the expected number of generated events
of FSK can be given by

1
K

∑
i∈K

2fi = 1
K
∗ 2 ∗ (4000 + 400000) ∗K

2

= 44000 (events/s) (7)
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Fig. 10. Theoretical results: expected number of events versus data
rate.

Counter-intuitively, the expected number is a constant
and independent of the data rate2 or the symbol duration
T . However, the value is much higher than those of other
cases, which results from the large number of intensity
changes within the FSK wave form.

Finally, for i-PPM, the symbol duration is the main
factor in the expected number of events (see Eq. 6). For
example, the expected number of events remains at 4000
events/s when the symbol duration is 500 µs and 8000
events/s for 250 µs symbol duration. One can see that the
maximum data rate of i-PPM with symbol duration 500 µs
stops at 10 Kbps while i-PPM with symbol duration
250 µs can achieve a maximum data rate of 16 Kbps. This
is mainly constrained by the observed pulse position error
margin, which is 14.2 µs. Throughout our experiments, we
also find that the detection result is more stable when the
symbol duration is 250 µs, and thus, is used for subsequent
experiments. It is worth noting that i-PPM generates the
least number of events given a particular data rate.

To verify the theoretical results, we also carry out the
same test experimentally with a DVS camera. Results are
shown in Figure 11. One can observe that the trend of each
wave form is in line with the theoretical results. However,
the experimental results demonstrate higher values than
the theoretical results. This might be explained as there
exists not only internal electronic noise in the DVS but also
ambient interference in the test environments. A similar
conclusion can be drawn from the experimental results -
i-PPM uses the least events given the same data rate, and
thus would be used in subsequent experiments.

B. Proposed new wave form
Our proposed wave form leverages higher peak power

for communication purposes, while retaining a low average

2This is under the assumption that the frequency error margin is
small enough such that the given frequency range can have sufficient
number of symbols (i.e., frequencies) to reach the specified data rate.

2018 IEEE Vehicular Networking Conference (VNC)

Authorized licensed use limited to: CZECH TECHNICAL UNIVERSITY. Downloaded on January 03,2025 at 15:44:58 UTC from IEEE Xplore.  Restrictions apply. 



2 4 6 8 10 12 14 16

Data rate (Kbps)

0

2

4

6

8

10

12

14

A
ct

u
al

 n
u

m
b

er
 o

f 
ev

en
ts

 (
ev

en
ts

/s
)

10
4

OOK FSK i-PPM (T=250 us)

Fig. 11. Experimental results: expected number of events versus data
rate.

(a) Position light mode. (b) Brake light mode.

Fig. 12. Two modes of the taillight used in our implementation.

luminance level, such that it does not interfere with the
illumination purpose of the transmitting LED. As the
duration of the high-power pulse is very short, human
eyes will only perceive constant light. In the following, we
first carry out experiments to evaluate the performance of
binning (see section IV-C), followed by a comparison of
the performance of i-PPM and the new wave form.

Before we detail our experimental results, there is one
thing which needs to be clarified first. The taillight used
in this work can be operated in two modes: position light
mode and brake light mode (hereon referred to as position
light and brake light), shown in Figure 12. In order to
know the performance under common driving scenarios,
we are supposed to use the position light to carry out the
experiments. However, the luminance of the position light
cannot be driven to increase any further, and cannot be
utilized by the proposed new wave form. Consequently,
for the new wave form, we configure the luminance of
the brake light to be reduced and as closed as that of
the position light in order to simulate the communication
performance under a common driving scenario.

For our proposed new wave form, we set the symbol
duration to be 250 µs with a up pulse width of 16 µs and
a down pulse width of 16 µs to achieve a maximum data
rate of 16 Kbps. At the receiving end, the DVS128 camera
is placed in front of the taillight at different distances.
After reconstructing the transmitted wave form, the pulse
positions are extracted to compare with the transmitted
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(a) Comparison of the mean of error in pulse position.
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(b) Comparison of the standard deviation of error in pulse position.

Fig. 13. Comparison of system performance with and without
binning.
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Fig. 14. Comparisons of the proposed waveform and i-PPM.

pulse positions. The difference between these two values
is considered as an error, and the mean and the standard
deviation of the error are calculated. While we did not
directly evaluate the bit error rate, a larger error in the
pulse position directly corresponds to a higher error rate.
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Binning. Here we would like to compare the system
performance with and without binning. With binning, we
set the threshold to be 60% of the largest number of events
of a pixel, while in the case without binning, we only
collect events from the pixel with the largest number of
events. Figure 13 present the results. One can observe that
both the mean and the standard deviation of the error
significantly increase at distances larger than 3 m when
binning is not used, while both values remain low until 9
m when binning is used. This provides a solid proof that
applying the binning mechanism helps to compensate for
missed events, and can effectively improve the accuracy of
wave form detection.

Range. We also carried out experiments using i-PPM
with both the position light and the brake light. Bias
current settings are kept the same as the previous ex-
periment. For i-PPM using position light, the average
luminance is the same as the proposed new wave form.
However, as shown in Figure 14(a), i-PPM using position
light can only achieve approximately 3 m communication
range, as the standard deviation of the error grows sharply
when the distance reaches 4 m. Moreover, i-PPM with
brake light, which outputs a much higher average light
intensity still exhibits poorer range performance compared
to the proposed new wave form. Figure 14(b) compares the
standard deviation of the error for distances larger than
5 m. As one can see, despite the fact that both uses the
same brake light and has an equal peak-to-peak value, the
standard deviation of the error of i-PPM is larger than
that of the proposed wave form at different distances.

VI. Conclusion
This paper presents a preliminary study to investigate

the potential of using a DVS camera to implement a VLC
system. From the specifications of DVS cameras and the
experimental results, we showed that there are two key
factors which influence the communication performance.
First, the output of a DVS camera is only generated
when there is a change in light intensity, and therefore
the transmitted wave form should incorporate a change
large enough to trigger the events in multiple pixels of
the camera. Second, a DVS camera has a limitation on
the maximum number of reported events, and thus the
transmitted wave form should minimize its number of
changes to achieve high throughput. According to our
findings, we further develop a new pulse-based wave form
which features a pulse with large amplitude change, while
keeping the average output intensity at a low level. Our
experimental results show that this new wave form is
able to achieve approximately triple communication range
compared to i-PPM under same average luminance level.

In this work, our implementation can reach a commu-
nication distance of 8 m, which could be sufficent for
platooning, yet too short to support most of vehicular
applications. Therefore, in our future work, we will first
focus on extending the communication range. On other

hand, system mobility should also be included in the future
work. Here, we highlight two possible problems in sup-
porting mobility. First, a mechanism must be developed to
distinguish between the events triggered by the movements
and those triggered by the transmitting LED. Second,
the bias setting has to be adjusted dynamically to obtain
fine results at different distances, which could increase the
system latency and complexity.
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